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Compressive sensing (CS) has inspired significant interests because of its compressive capability and lack
of complexity on the sensor side. This paper introduces a novel framework of image fusion based on
the CS principle. First, we present a study of three sampling patterns and investigate their performance
on CS reconstruction. We then propose a novel image fusion algorithm by using an improved sampling
pattern. Finally, the CS-based image fusion approach is applied to various image modalities and evaluated
both visually and in terms of fusion quality metrics. The simulations demonstrate that CS-based image
fusion has a number of perceived advantages in comparison with image fusion in the multiresolution (MR)
domain, providing a truly different and more advanced way for fusing multimodality images.

Keywords: compressive sensing; CS-based image fusion; multiresolution image fusion
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1. Introduction and motivation

Image fusion aims to combining the complementary information from two or more images into a
single image to provide more informative form than any of the input images [31,32]. For example,
the infrared (IR) and visible images are two common image modalities. IR image is captured by
image sensor which is sensitive to IR light with low definition. On the contrary, visible image has
high definition with more details of the scene. Thus, the appropriate fusion of IR and visible images
can obtain a better representation of the environmental condition to aid human visual perception
[13]. Another important application of image fusion is utilized in the medical diagnostics and
treatment, in which the pre-registered patient images from the same or multiple modalities are
merged in order to provide additional diagnostic information [35].

Image fusion methods can be broadly classified into two categories [8]. The spatial domain
fusion approaches generally produce spatial distortion in the fused image which becomes a
negative factor in the subsequent processing tasks. This disadvantage can be well handled
by transform domain approaches. Among them, multiresolution (MR) decomposition schemes
recently become popular for fusing remote sensing images [19]. These fusion methods include
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2 T. Wan and Z. Qin

Laplacian pyramid-based [34], curvelet transform [17], wavelet transform [15,29,32], etc. In
general, wavelet-based approaches outperform the other methods. All these methods require
knowledge of the original images. A natural question emerges about the possibility of fusing
images without acquiring the original input images. The theory of compressive sensing (CS) [5,9]
or compressive sampling offers a feasible way to collect samples without assuming any prior
information about the signal being observed, thereby it motivates our research on image fusion
using CS.

In the previous work, Wan et al. [30] introduced a new concept of compressive image fusion.
The main purpose of this work was to explore the properties of compressive sensing technique and
their potential use in image fusion. However, there are still many issues that remain unsolved. For
instance, apart from the different sampling patterns, are there any other factors that could influence
the performance of the compressive sensing reconstruction? And what happens when more than
50% compressive measurements are used in both compressive reconstruction and image fusion? In
this paper, these questions are studied and analysed for finding the answers. Therefore, the research
presented here significantly enhances and expands our previous work [30] with an improved
algorithm and more complementary discussions regarding the compressive image fusion.

The remainder of the paper is organized as follows. Section 2 provides a brief description on
CS and introduces new sampling patterns with their performance on the CS reconstruction. In
Section 3, a new CS-based image fusion algorithm is developed in comparison with a conventional
image fusion technique in the MR domain. Simulation results and discussions are presented in
Section 4. Finally, conclusions and suggestions for future work are given in Section 5.

2. Sampling patterns in compressive sensing

The recently developed theory of CS demonstrated that sparse or compressible signals can be
accurately reconstructed from a small set of incoherent projections, which is far fewer than the
number of samples if the signal is sampled at the Nyquist rate, thus significantly reducing the
sampling and computation costs [5,9]. For this reason, CS has many promising applications in
data compression [2,4], image acquisition [7,10] and medical imaging [21,25]. In this work, we
investigate its potential application in the image fusion. We first provide a brief introduction to
CS and investigate the impact of different sampling patterns on the CS reconstruction.

2.1 Background on compressive sensing

The Shannon sampling theorem specifies that signals, images, videos and other data can be exactly
recovered from a set of uniformly spaced samples taken at the Nyquist rate of twice the highest
frequency present in the signal of interest [22]. The Nyquist rate is so high that too many samples
result, making compression a necessity prior to storage or transmission. The traditional image
compression method convert high-resolution images into a relatively small bit streams, in effect
turning a large digital data set into a substantially smaller one. This procedure is inefficient, since
a large number of acquired samples ends up being discarded [1].

CS is a new method to capture and represent compressible signals at a rate significantly below the
Nyquist rate, which employs non-adaptive linear projections that contain sufficient information
to effectively perform a certain image processing task. Hence, it has a simplicity in hardware
implementation and a reduction in computation cost.

To begin with, we consider a real-valued, finite-length, one-dimensional signal1 x ∈ R
N with

elements x[n], n = 1, 2, . . . , N . The signal is K-sparse if it can be represented as:

x = �θ, (1)
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International Journal of Computer Mathematics 3

where � is some basis and θ is a vector containing only K � N nonzero coefficients. θ can be
thought of as x in domain �. Based on the terms of CS, the signal x can be recovered from
M = c · K fixed non-adaptive linear projects onto a second basis, called the measurement basis,
and where c > 1 is a small over-measuring constant. The compressive measurements can be
computed as:

y = �x, (2)

where y ∈ R
M and � is an M × N matrix representing the measurement process.Although M < N

makes the recovery of the signal x from the measurements y ill-posed in general, recent CS
experiments show that the recovery is possible and practical by adding assumption of signal
sparsity [26].

2.2 Sampling patterns in CS measurement

According to the CS theory, the recovery of original signal can be obtained through a reconstruction
algorithm using the compressive measurements y, which are obtained from a non-adaptive linear
projection of the signal onto a random measurement basis matrix �. Thereby, the way of extracting
the CS measurements will affect the final reconstruction process. There are different ensembles of
CS matrices defined in previous CS literature [5,9,26]. For example, a toolbox called l1-magic [3]
used a two-dimensional fast Fourier transform and the CS matrix � was constructed by a star-
shaped sampling pattern in the two-dimensional Fourier plane, as shown in Figure 1(a). The white
lines indicate the locations of the frequencies that are used to compute compressive measurements
y. Due to the special structure of the Fourier transform underlying the partial Fourier ensemble,
we design two new sampling patterns named ‘double-star’ and ‘star-circle’ [30]. They are shown
in Figure 1(b) and 1(c), respectively. The reason of selecting more coefficients at the centre of the
transform plane is that images usually have much more meaningful low-frequency information

Figure 1. Sampling patterns. (a) Star shape. (b) Double-star shape. (c) Star-circle shape.
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4 T. Wan and Z. Qin

Figure 2. Improved star-shaped sampling pattern. (a) Odd-dimensional case. (b) Even-dimensional case.

comparing with high-frequency information, so the white lines are chosen with higher density
sampling at low frequency to encode more features of source images. By changing the density of
lines in the sampling patterns, we can obtain different numbers of measurements.

In the l1-magic toolbox, the sampling method by using the star-shaped pattern can only process
the image with length of 2n. In our experiments, we make an improvement by applying this
pattern to the images with any lengths. Two examples for odd- and even-dimensional patterns are
displayed in Figure 2(a) and 2(b), respectively. In each case, the pattern is divided into four small
centrosymmetric patches. They are shifted after the Fourier transform and the top left frequency
component is moved from the original position to the centre of the pattern. For the pattern with
both odd and even dimensions, we add one extra row of zeros to make odd to even.

All three patterns illustrated in Figure 1 are tested on various types of images, including 40
natural images [24], 35 IR and 35 visible images captured by the digital cameras [23]. These
surveillance images are also used in the following image fusion experiments. Figure 3 presents
the peak signal-to-noise ratio (PSNR) of the recovered images for these three sampling patterns.
The M/N on the x-axis is the rate of the CS measurements over the original signal. Figure 3(a),
(c) and (e) are the partial results using up to 55% measurements for a better visual observation.
The figure shows that better quality images can be obtained by simply taking more measurements
because the CS measurement process is progressive. In these three cases, the double-star-shaped
pattern yields the best performance in all types of images in terms of the PSNR values. We also
note that the reconstruction process demands less computation time by using the double-star-
shaped pattern. The reason is because this sampling pattern makes a good balance of choosing
the low and high frequencies in the Fourier domain.

Moreover, curves of visible and IR images appear to be flat as a high proportion of the measure-
ments are used for the reconstruction. This is because that the PSNR value is not available when
the reconstruction algorithm ideally generates a restored image that is identical to the original
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International Journal of Computer Mathematics 5

Figure 3. Log values of PSNR for reconstructions of a variety of images. (a) Natural images (M/N : 0.1–0.55). (b)
Natural images (M/N : 0.1–1.0). (c) IR images (M/N : 0.1–0.55). (d) IR images (M/N : 0.1–1.0). (e) Visible images
(M/N : 0.1–0.55). (f) Visible images (M/N : 0.1–1.0).

input image. In this case, we assume that the reconstructed image has 100 dB of PSNR (i.e.
log(100) = 4.61) since the image estimated can hardly be distinguished from the original at a
PSNR of about 60 dB [11]. However, the experimental results show that natural images do not lead
to a perfect reconstruction even by entailing more measurements. Additionally, there is a notable
difference between natural images and visible and IR images in that the latter two types of images
achieve a better PSNR with the same or fewer CS measurements. This can be explained using
Figure 4 which is a typical example showing the plotted histograms corresponding to these three
types of images. The standard deviation is used here to measure the dispersion of the grayscale
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6 T. Wan and Z. Qin

Figure 4. Histograms of greyscale distributions for three images. (a) A natural image. (b) Histogram for the natural
image (the standard deviation is σ = 62.66). (c) An IR image. (d) Histogram for the IR image (the standard deviation is
σ = 26.57). (e) A visible image. (f) Histogram for the visible image (the standard deviation is σ = 17.85). The greyscale
values are measured on a 0–255 scale.

image data. The real signal of the natural image tends to be less sparse than the visible and IR
images. We know that signal sparsity is one of the important assumptions adopted in the CS recon-
struction. Thus, natural images require more CS measurements to achieve a desirable threshold
of PSNR (i.e., 60 dB or log(60) = 4.09) or fail to reach this value for some particular images. It
is sensible to apply the CS technique to multisensor images.
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3. Compressive image fusion

There is, to our knowledge, little research regarding the applicability of CS to image fusion in
literature [28,30]. The centre piece of this work is to develop a new image fusion algorithm making
good use of CS technique. We start with classic image fusion methods using MR decompositions.

3.1 Image fusion in the multiresolution domain

As previously mentioned in Section 1, MR decomposition is a very useful tool for analyzing
images. Among the various frameworks in which image fusion has been formulated, the MR
method has been one of the most intensively studied and used in practice. An MR scheme decom-
poses the signal in a hierarchical manner where each level corresponds to a reduced-resolution
approximation. MR fusion approaches are very important for many reasons: (i) MR represen-
tations enable one to consider and fuse image features separately at different scales; (ii) They
produce large coefficients near edges, thus revealing salient information [16]; (iii) MR methods
have been approved to be efficient and robust [19]. In past decades, wavelets have emerged as an
effective tool for this problem due to their energy compaction property [29,31,34]. In this paper,
we address the image fusion problem in the context of wavelet transforms.

The basic idea underlying the wavelet-based image fusion approach is to perform a wavelet
decomposition on each source image. Some specific fusion rules are applied to construct a com-
posite representation from these inputs. The fused image is obtained by taking an inverse wavelet
transform. As our main focus is not on MR image fusion, we choose a simple maximum selection
(MS) fusion scheme to fuse the input images at the pixel level. MS is a widely used fusion rule
which considers the maximum absolute values of the wavelet coefficients from the source images
as the fused coefficients.

We process the detailed wavelet coefficients and approximation images in different ways. First,
the detailed wavelet coefficients are composed using the MS fusion rule:

DF = DM with M = arg max
i=1,...,I

(|Di|), (3)

where DF are the composite coefficients, DM is the maximum absolute value of the input wavelet
coefficients, and I the total number of the source images. The fused approximation image AF is
constructed by:

AF = 1

I

I∑

i=1

(Ai). (4)

As we can see, an image fusion approach based on wavelets requires to manipulate detailed
coefficients and approximation images, while in the compressive domain, it only considers the
compressive measurements.

3.2 Image fusion in the compressive domain

In this section, we formulate an image fusion algorithm that uses compressive measurements to
fuse multiple images into a single representation. Recent theoretical results show that when the
signal is sparse or nearly sparse in some basis, then with high probability, the measurements essen-
tially encode the salient information in the signal. Further, the unknown signal can be estimated
from these compressive measurements to within a controllable mean-squared error [5,9]. In this
sense, we can apply a similar fusion scheme to that used in the wavelet domain in the compressive
domain, so the difference is that image fusion is performed on the compressive measurements
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8 T. Wan and Z. Qin

Table 1. Compressive image fusion algorithm.

Algorithm: Compressive image fusion

1. Take the compressive measurements Yi, i = 1, . . . , I for the ith input image using the double-star-shaped
sampling pattern.

2. Calculate the fused measurements using the formula: YF = YM with M = arg maxi=1,...,I (|Yi|).
3. Reconstruct the fused image from the composite measurements YF via the total variation optimization method

[5,6].

Figure 5. Experimental images. (a) 256 × 256 ‘Kayak’ visible image. (b) 256 × 256 ‘Kayak’ IR image. (c) 256 × 256
‘UN Camp’ visible image. (d) 256 × 256 ‘UN Camp’ IR image. (e) 256 × 256 MRI image. (f) 256 × 256 CT image.
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International Journal of Computer Mathematics 9

rather than on the wavelet coefficients. The basic steps are described in Table 1. The fused image
is recovered via a total variation optimization presented in [5].

There is a significant number of CS literature focusing on problems in signal reconstruction and
image approximation. For instance, one technique employs a specialized interior-point method for
solving CS reconstruction in which a preconditioned conjugate gradient method is used to compute
the search step [12]. These methods generally rely on nonlinear recovery algorithms based on
convex optimization and signals can be recovered from what appear to be highly incomplete data.
Among them, l1-magic [3] based on the methodology proposed in [5] achieves robust and reliable
reconstructed results, particularly for signals that are not strictly sparse. Our CS-based fusion
algorithm adopts this reconstruction method to restore the resultant fused images. One drawback
of this method is the high computational complexity.

4. Simulation results and discussions

Objective evaluation criteria are applied to compare fusion results obtained using different sam-
pling patterns. Since ground-truth data are not available here, Piella’s [20] and Petrovic’s [18]
metrics are used to measure the relative amount of salient information conveyed in the fused image.
Piella’s quality assessment algorithm evaluates the quality of fused images, which assumes that
in local regions the fused image should resemble whichever source image is the most salient. It
is based on a recently introduced image quality index by Wang and Bovik [33]. The complete
fusion quality measure is defined as:

QE(A, B, F) = Qw(A, B, F) · Qw(A′, B′, F ′)α , (5)

where A and B are the input images, F is the fused image, Qw(A, B, F) is a quality metric over
a pre-specified window defined in [20], and Qw(A′, B′, F ′) is the same measure computed with
the edge images (A′, B′, F ′), α is a parameter that expresses the contribution of the edge image
compared to the original images. As with Piella’s metric, Petrovic’s assessment method does
not require a reference image that is ideal for the realistic use. The detailed implementation is
described in [18]. It should be noted that this method aims to objectively measure the performance
of a given pixel-level image fusion system, therefore the visual information is associated with the
edge information while the region information is ignored.

Three pairs of images shown in Figure 5 are used in the experiments. We discover that the
quality of the reconstruction results are increased by quantizing the original signal with respect to
the PSNR values. Figure 6 shows the reconstruction results obtained using the Lloyd’s algorithm

Figure 6. Log values of PSNR for reconstructions of ‘Kayak’ IR image.
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10 T. Wan and Z. Qin

Figure 7. Piella’s metric results using different sampling patterns for different images. (a) ‘Kayak’ images. (b) ‘UN
Camp’ images. (c) Medical images.

D
ow

nl
oa

de
d 

by
 [

R
ut

ge
rs

 U
ni

ve
rs

ity
],

 [
T

ao
 W

an
] 

at
 0

7:
20

 1
2 

A
ug

us
t 2

01
1 



International Journal of Computer Mathematics 11

Figure 8. Petrovic’s metric results using different sampling patterns for different images. (a) ‘Kayak’ images. (b) ‘UN
Camp’ images. (c) Medical images.
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12 T. Wan and Z. Qin

Figure 9. Fusion results for ‘UN Camp’ images using different sampling patterns with 30% compressive measurements.
(a) Star shape. (b) Double-star shape. (c) Star-circle shape.

[14] in comparison with the ones yielded without quantization. A better reconstruction result is
achieved by increasing the number of quantization bins. In our experiments, the quantization
method is not applied to the source images since the details of each input image need to be
maintained in the fusion process.

In Figures 7 and 8, we present some results of the proposed image fusion algorithm applied
to these test images using Piella’s and Petrovic’s metrics, respectively. There is a clear per-
formance improvement by using the double-star-shaped sampling pattern over the other two
patterns when fewer measurements are used. This can also be confirmed from the visual
examination in Figure 9 in which the fused image produced by double-star shape maintains
better detailed background using 30% compressive measurements. However, all three patterns
yield similar results as the number of the compressive measurements increases. The shape
of the plotted polylines demonstrates that the two metrics generally offer correlated fusion
assessment results. We note that by using nearly 50% fewer compressive measurements than
reconstructed pixels, we can achieve almost the same fusion results as using the entire set of
pixels. The numeric results of these two quality metrics obtained using the double-star sam-
pling pattern are listed in Tables 2 and 3. Figure 10(a)–(e) illustrate the fusion results using
10%, 25%, 50%, 75%, and all Fourier coefficients as the compressive measurements. The
original input images are presented in Figure 5(a) and 5(b). It indicates that there is no per-
ceivable difference between the fused images using the measurements over 50% of Fourier
coefficients.

Table 2. Performance comparisons using Piella’s metric [20] using the double-star pattern.

M/N

Example 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

‘Kayak’ images 0.6256 0.7229 0.7551 0.7719 0.7792 0.7808 0.7822 0.7828 0.7830
‘UN Camp’ images 0.5221 0.6172 0.6490 0.6642 0.6717 0.6733 0.6759 0.6768 0.6773
Medical images 0.6179 0.7315 0.7515 0.7589 0.7617 0.7623 0.7628 0.7630 0.7632

Table 3. Performance comparisons using Petrovic’s metric [18] using the double-star pattern.

M/N

Example 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

‘Kayak’ images 0.4546 0.5034 0.5537 0.5767 0.5950 0.5986 0.6017 0.6022 0.6025
‘UN Camp’ images 0.2725 0.3302 0.3645 0.3871 0.3991 0.4020 0.4044 0.4048 0.4050
Medical images 0.2978 0.4306 0.4760 0.4965 0.5059 0.5109 0.5110 0.5113 0.5116
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International Journal of Computer Mathematics 13

Figure 10. Fusion results (The double-star-shaped sampling pattern is used here in the compressive image fusion
algorithm). (a) Fused image recovered from M = 6554 compressive measurements (M/N = 0.10). (b) Fused image
recovered from M = 16384 compressive measurements (M/N = 0.25). (c) Fused image recovered from M = 32768
compressive measurements (M/N = 0.50). (d) Fused image recovered from M = 49152 compressive measurements
(M/N = 0.75). (e) Fused image using all Fourier coefficients (N = 65536). (f) Fused image using a MS scheme in the
wavelet domain.

Furthermore, compared with the fused image shown in Figure 10(f) that is obtained by using
a MS scheme in a complex wavelet domain, our proposed fusion algorithm does not provide a
comparable result in terms of human perception. The poor image quality is mainly due to the
fact that Fourier coefficients have their own limitations as compressive measurements to be used
in image fusion. This has been proved by observing Figure 10(e). The reconstruction algorithm
should also be accounted for in this case since the method was originally applied to one single
image rather than multiple images. Figure 11 displays more fusion results in comparison with the
wavelet-based fusion scheme.

Although the obtained fusion results are not perfect, CS-based image fusion has a number
of advantages over conventional image fusion algorithms. It offers computational and storage
savings by using a CS technique. Compressive measurements are progressive in the sense that
larger numbers of measurements will lead to higher quality reconstructed images. Image fusion
can be performed without acquiring the observed signals. Additionally, the recently proposed
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14 T. Wan and Z. Qin

Figure 11. More fusion results for ‘UN Camp’ and medical images. From left to right, fused image recovered from
M/N = 0.5, and fused image using a MS scheme in the wavelet domain.

compressive imaging system [10,27], which relies on a single photon detector, enables imaging at
new wavelengths unaccessible or prohibitively expensive using current focal plane imaging arrays.
The development of this new imaging system has motivated investigation into CS-based image
fusion techniques for practical use. This will significantly reduce the hardware cost, meanwhile
expand image fusion in modern military and civilian imaging applications in a cheaper and more
efficient way. However, the compressive measurements lose spatial information due to the CS
measurement process. Therefore, traditional image fusion rules operating on local knowledge
cannot be applied to compressive image fusion.

5. Conclusions and future work

In this paper, we have presented a new image fusion algorithm in the compressive domain, in which
three sampling patterns were investigated for reconstruction from compressive samples. One key
advantage offered by this newly introduced technique is that samples can be collected without
assuming any prior information about the signal being observed. Therefore, compressive image
fusion provides a truly different way of fusing images compared with traditional fusion methods
at pixel or feature level. Apart from computational and storage savings by using CS techniques,
CS-based image fusion has a number of advantages over conventional image fusion algorithms.
Most importantly, the recently developed compressive imaging system makes it promising to
expand compressive image fusion in modern military and civilian imaging applications.

As we previously stated, the main weakness of compressive image fusion is that spatial infor-
mation is lost due to compressive sensing measurement process. Consequently, conventional
window-based fusion schemes cannot be applied to a CS-based fusion algorithm. By examining
the underlying structure of the compressive measurements, a new fusion strategy could be derived
in future work.
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Note
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