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Abstract: In this paper we construct a hybrid moving object 

detection system. In this system, we first use the frame difference 

method to extract key frames in a given video sequence, then use 

the optical flow method and the HSV background subtraction 

method to extract the moving objects, respectively. We propose

two hybrid methods: Improved Optical Flow method and 

Improved HSV Background Subtraction method. Experimental 

results have shown that our proposed system has strong 

robustness and be effective to detect moving objects in various 

conditions. We also introduce a human-computer interaction tool 

for selecting the focus area for users. This system will largely 

benefit for real-world video surveillance applications.

Keywords: moving object detection, key frame, frame  

difference method, improved optical flow method, improved HSV

background subtraction method.

I. INTRODUCTION

Moving object detection is currently one of the most active 
research topics in the domain of computer vision [1]. Among 
traditional motion detection methods, frame difference method
[2, 3], optical flow method [4] and background subtraction 
method [5, 6] were widely used to detect moving objects.
Frame difference method is computationally inexpensive due to
its low programming complexity, and it has insensitivity to 
illumination variations and can adapt to various conditions; 
however it can only extract the boundary, but not the full area 
of the moving object. Optical flow method does not require any 
prior knowledge of scene information and can handle dynamic 
tracking, while it is time-consuming and it can be greatly 
influenced by even small illumination variations. HSV
background subtraction method is closer to human eye 
perception compared to other methods, and it can reduce the 
impact of dynamic scene chances using background updating.
However, it is difficult to adjust subtraction threshold 
adaptively and excessive operations of converting pixels from 
RGB (Red, Green and Blue) color space to HSV (Hue, 
Saturation, and Value) color space [9] can slow down its 
computation speed. Based on their superiorities and 
shortcomings, we design a system to combine the advantages 
of these three methods to improve the detection accuracy. The
main contribution of this paper is designing a new real-world 
application by combining existing methods rather than a 

theoretical treatment of moving object detection. 

In this paper we present frame difference method to solve the 
first task - the key frame extraction. During this process, we 

propose novel judgment rules to search for key frames 
corresponding to fast motions in the given video. Then we use 
optical flow method and HSV background subtraction method,
respectively, to extract the moving object based on key frames.
A brief overview of the two combined methods is given in 
Section 2. Section 3 introduces our hybrid moving object 
detection system with a novel interactive user interface. Section 

4 presents our experimental validations.

II. COMBINED MOVING OBJECT DETECTION METHODS

A. Frame difference method

Frame difference method carries out frame difference operation 
of two adjacent frames in a collection of image sequences
(usually decomposed from a video). To effectively avoid the 
high time cost, we use inferior moving object detection of 
traditional frame difference method for motion detection to 
extract the key frame, that is, the frame corresponding to a fast 

moving object.

Traditionally, the Euclid distance and variance are used to 
quantify the frame difference. Frame difference-Euclid distance 

is defined by:

ΔIn = (Δfn+1(i, j) − Δfn (i, j))
2

i, j

∑ (1)

Frame difference-variance is defined as follows:

Var = (Δfn (i, j) − Δfn )
i, j

∑
2

(2)

and

Δfn (i, j) = fn+1(i, j) − fn (i, j)

where fn (i, j)is the pixel value of point (i, j) in the nth frame.

Δfn denotes the average value of all frame difference values

which are formally defined by:

Δfn =
1

ij
Δfn (i, j)

i, j

∑ (3)

Through a series of experiments we found that compared to 
frame difference-Euclid method, frame difference-variance
method is less sensitive to noise and can adapt to various 
dynamic environments with good stability (see Section IV).
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Thus we take frame difference-variance as evaluation criteria to 
quantify the frame difference. To accelerate the computation 
efficiency, we set sampling extraction interval to extract one 
frame from each several frames, in which way we compress the 
video. Also we set the number of key frames to be extracted
according to users’ demands. Then we subtract adjacent frames 
in image sequences and calculate frame difference variance in 
high-dimensional space. Afterwards, we draw the frame
difference-variance curve and find the local maximum point in 
each certain length (e.g. from point A to J in Fig.1). We set up 

the following judgment rules to search for the key frames.

Figure 1. The frame difference-variance curve.

Rule 1. For the points that represent sudden changes in frame 
difference variance, we consider them caused by illumination 
variation or other external factors and not consider them as 

key frames (e.g., point D, F).

Rule 2. For two adjacent local maximum points within 20 
frames in the video sequence, we set the maximal point as the 

key frame. (E.g., point H is the key frame while point G is not.)

Rule 3. The remaining points were set to key frames in 

accordance with descending frame difference variance value.

For instance, given the frame difference-variance cure in Fig. 
1, we set point H, E, I, C, J as key frames if we need to extract 
five key frames from a given video sequence, while point H is 
the 1st key frame and point J is the 5th key frame based on the 

rules given above. 

We consider all frames in a particular region when extracting
the key frames, otherwise, setting rules of using certain but not 
all frames would increase computation complexity. As we will 
see below, the proposed system can select a number of regions
of interest. Therefore we are able to extract key frames with
several moving objects corresponding to different regions of 

interest.

B. Improved optical flow method 

Optical flow method is one of the key methods to determine the 
speed and direction of moving objects. Numerous previous 
studies have been focused on using time-domain data and 

relevance of image sequence pixel intensity change to 

determine the movement of each pixel location [7].

    The optical flow method is time-consuming and even small
illumination variations can greatly reduce the detection 
accuracy. On the other hand, for the frame difference method, 
small illumination variations can hardly influence detection 
accuracy, while large illumination variations cause an abrupt 

maximum variance value that can be usually ignored.

Due to frame difference-variance method’s insensitivity to 
illumination variations, we first use frame difference-variance 
method to extract key frames in the given video sequence, and 
then use the Horn-Schunck algorithm [7] under optical flow 
method to extract moving objects based on the key frames, in 
which way the detection operation speed would be greatly
improved. We also take morphological operations [8] guided 

by the edge gradient to produce close object contours.

C. Improved HSV background subtraction method 

HSV color space [9] is formulated and used based on the 
human visual system, using Hue, Saturation and Value to 
describe the color. Compared to the RGB color space, the HSV
color space is closer to human eye perception and therefore 

well-used in image processing and pattern recognition.

A common problem for moving object detection is that 
illumination variations can reduce detection accuracy. To solve 
this problem, Stauffer and Grimson [10] proposed a 
background update process by setting up a subtraction 
threshold to improve its insensitivity to illumination variation.
In the background update process, we first set up a subtraction 
threshold and then compute the difference value between key 
frame and background frame of each pixel. For the pixels with
larger difference value than the threshold, we regard them as 
moving object pixels and keep the original background frame 
pixels unchanged. For those pixels with smaller difference 
values than the threshold, we consider them caused by 
illumination change, and then replace the background frame 
pixels with corresponding key frame pixels. As we can see, the 
subtraction threshold is crucial to the detection accuracy. 
However, by far there is no general method to determine the 
threshold in this problem setting, so that we set it empirically
through trial-by-trial experiments. Then we subtract key frame 
and background frame in three-channel (H, S, V) and set three-

channel weights to integrate the final composite image. [11]

Considering the accelerating effect of frame difference-
variance method to improve the detection operation speed, we 
also introduce key frame extraction process mentioned above 
into HSV background subtraction method to enhance its

computation efficiency.

III. HYBRID MOVING OBJECT DETECTION SYSTEM

In our proposed system, we firstly use frame difference method 
to extract key frames in the given video sequence, then use the 
optical flow method and the HSV background subtraction 
method, respectively, to detect moving object for a sample 
sequence intercepted from the video. Given the detection 
outcomes by two algorithms, we retain the method that has
higher detection accuracy and use it to detect moving objects
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for the whole video sequence. The schematic flowchart of the

hybrid moving object detection system is shown in Fig.2.

Figure 2. Hybrid moving object detection system flowchart.

The detailed process of the hybrid moving object detection 

system can be described by the following steps: 

Step 1. Video preprocessing: video format conversion, image 
sharp processing, with the purpose of reducing computational 

complexity.

Step 2. Set essential parameters: e.g. the number of key frames
to be extracted, sampling extraction interval, and subtraction 
threshold in HSV background update process. Set region of 
interest according to specific situations and user’s demands.
For example, the user can input the coordinates of the interest 
region or using mouse to draw out a square of interests region 

from the scene. 
1

Step 3. Key frame extraction: Use frame difference method to 
subtract adjacent frames and calculate frame difference 
variance in high-dimensional space, then get key frames based

on our proposed judgment rules mentioned above.

Step 4. Use optical flow method and HSV background 
subtraction method respectively to detect moving object based 
on key frames for a sample sequence. Adequate morphological 
processing is necessary to remove noise and improve the 

detection accuracy.

Step 5. Compare two detection outcomes by two combined 
methods, we retain the method that has the higher detection 
accuracy and use it to detect moving object for the whole video 

sequence. Then output detection outcomes.

In the design of the hybrid moving object detection system, 
we develop a friendly and convenient man-machine interaction 
software interface compiled and displayed by the Matlab. The 

1
 We assume that the camera is fixed so that the interest region is 

unchangeable. This assumption is true for most of the real-world 

video security surveillance applications. 

Matlab code and the GUI files are downloadable from the 
project webpage [12]. The system can be roughly divided into 
three parts: the main display area, the control area and the 
region of interest. The interface layout with a sample scene of 
BUAA Main Library security video is shown in Fig.3. To use 
this interface, users can read and play the video in the main 
display area and select region of interest. Click ‘Run’ button to 
start unseen running process to extract key frames by the order 
of importance. We then can obtain the starting time point of 
each abnormal segment. Afterwards we use the optical flow
method and the HSV background subtraction method,
respectively, to extract moving objects and choose preferable 
outcomes of these two methods. We can jump directly to the 
abnormal video segment corresponding to key frames and 
replay the video segment, as well as store abnormal pictures for 

the purpose of comprehensive monitoring for later use. 

Our system has a good human-computer interaction tool,
which satisfies the users in the following aspects: Users can 
select region of interest by adjusting the horizontal and vertical 
ratio of the selected area. Besides, users can set essential 
parameters to improve detection accuracy in various conditions:
e.g. the number of key frames to be extracted, sampling 
extraction interval, and subtraction threshold in HSV
background update process and etc. As there is still no general 
method to perform well in all various conditions, using various 
detection methods can enhance overall detection and 
robustness of the system. Due to its strong scalability, we can 
also embed other key frame extraction and moving object 

detection methods to further improve the system.

Figure 3. User interface of moving object detection system. The left-hand 

window is the Main Display Area, the upper-right window with parameter 

settings is the Control Area and the bottom-right window is the Region of 
Interest selected from the main scene by users through interactive tools.

IV. EXPERIMENTAL VALIDATIONS

In this section, we verify the key frame extraction process and 
moving object detection process to demonstrate the 

effectiveness of the proposed hybrid system.

A. Key frame extraction

In order to investigate feasibility and effectiveness of the frame 
difference method, we use it to extract key frames in two video 
surveillance applications for detecting the number of people 
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going across the door. We set five key frames for each video
sequence. The first video has a background without
illumination variations while in the second video with the 

intentionally changed illumination intensity.

In the first experiment, we keep the illumination intensity 
unchanged. Its frame difference variance curve and 
corresponding key frames were shown in Fig. 4. Key frames 
were selected in the middle of each section containing obvious 
motions, usually corresponding to local maximum frame 
difference variance values. As the moving object shifts a large 
distance in fixed camera lens in each unit time, the overlap part 
of two adjacent frames reduces and frame difference variance 

increases suddenly. 

Figure 4. Frame difference variance curve and corresponding key frames

without illumination intensity change.

Figure 5. Frame difference variance curve and corresponding key frames 
with intentional illumination intensity change.

In the second experiment, we intentionally change the 
illumination intensity. Its frame difference variance curve and 
corresponding key frames were shown in Fig. 5. Due to 
illumination intensity changes, we find some frames turning
bright or dark suddenly, corresponding to certain abrupt 
maximum values in the frame difference variance curve. 
According to our key frame judgment rules, we consider those 
points as anomalous points and ignore them. In this way, key 
frames correspond to time points when the moving objects shift 
a large distance in fixed camera lens. For both of the above 
experiments, various sampling extraction interval settings have 
little influence on key frame extraction process and its accuracy,
and video compression accelerate the computation efficiency to 

a large extent.

Figure 6. Focus on the region of interest. In many practical applications, we 

may only be interested in a small region of the video scene. For example, 
given the above library security camera scene, the focus is the security gate.    

B. Moving object detection

Our proposed hybrid moving object detection system can be 
widely used in various surveillance applications. In the
following experiment, we use the system to analyze a video 
sequence that people go through the controlled entry in a 
library. We analyze the video sequence obtained by a 
surveillance camera hanging on the floor ceiling of the BUAA 
Main Library. Because the camera is with a wide-angle, it 
captures a large part of the library entrance. We are only 
interested in the region where the security gates located. To 
systematically verify our two detection methods, we intercept a 
video sequence which contains large flow density. The focused

region of interest was shown in Fig. 6.

We first extract key frames in the video sequence and then 
use the optical flow method and the HSV background 
subtraction method, respectively, to extract the moving object, 
i.e. people going across the security gates. Experimental results 
were presented in figures from Fig. 7 to 10. Fig. 7 shows the 
generated optical flow image of the first key frame, and 
connected domains by image binarization with their centers 
marked blue stars. Fig. 9 shows three-channel composite image 
by the HSV background subtraction method and connected 
domains of the first key frame by image binarization. In Fig. 8
and Fig.10, we present six extracted objects by the two 

detection methods.

Figure 7. Generated optical flow figure and connected domains by the 
optical flow method.
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Figure 8. Six extracted objects by the improved optical flow method.

Figure 9. Generated three-channel composite image and connected domains 

by HSV background subtraction method.

Figure 10. Six extracted objects by the improved HSV background 

subtraction method.

Based on a series of experiments containing illumination 
variation control, we found that each combined method has its 
own superiority compared with the other method in certain 
specific conditions. In the video sequence without illumination 
variation, the optical flow method has high detection accuracy,
no missing objects and repeated detection situations. While the 
HSV background subtraction method often detect repeatedly,

due to overlapped connected domains in the image binarization.

In the video sequence with frequent illumination variations,
the optical flow method’s performance drops down suddenly 
for its intense sensitivity to illumination variations, thus causes 
frequent missing and repeated detections. In contrast, with
background update process, the HSV background subtraction 
method performs superiorly due to its insensitivity to
illumination variations and can achieve high detection 

accuracy.

V. CONCLUSIONS

In this paper, we propose a hybrid moving object detection 
system with stability, feasibility and validity. We conducted a
serial of experiments and the results showed that our proposed 
system has strong robustness and effectiveness to detect 
moving object in various illumination conditions and being
computationally inexpensive. We also design a human-
computer interactive interface for selecting the regions of 
interests for users. This tool will be practically useful for any 

security surveillance applications. 

Our future work focuses on detecting multiple arbitrary-
shaped regions in real-time complex scenes. The system is 
extendable to embed other motion detection methods. We also 
hope to adaptively adjust the subtraction threshold in the HSV
background update process to further improve the detection 

accuracy in the future work.

ACKNOWLEDGMENT

This work is partially funded by the Aerospace One 
Hundred Project from Beihang University, the NCET of MOE

and the SRF for ROCS, SEM.

REFERENCES

[1] R. Collins, A. Lipton, T. Kanade, "Introduction to the special Section on 

video Surveillance," Proceeding of IEEE Transactions on Pattern 
Analysis and Machine Intelligence, 2000, pp.745-746.

[2] C. Zhan, X. Duan, S. Xu, Z. Song, and M. Luo, "An Improved Moving 

Object Detection Algorithm Based on Frame Difference and Edge 
Detection". Fourth International Conference on Image and Graphics, 

2007, pp.519-523.

[3] D. Migliore, M. Matteucci and M. Naccari, “A revaluation of frame 
difference in fast and robust motion detection”. Proceedings of the 4th 

ACM international workshop on Video surveillance and sensor 
networks, 2006, pp.215-218.

[4] T. Brox, A. Bruhn, N. Papenberg, and J. Weickert, “High Accuracy 
Optical Flow Estimation Based on a Theory for Warping”. Proceedings 

of 8th European Conference on Computer Vision, Springer LNCS 3024, 
2004, vol.4, pp.25-36.

[5] C. Wren, A. Azarbayejani, T. Darrel, and A. Pentland, “Pfinder: real-

time tracking of the human body”. Proceedings of IEEE Transactions on 
Pattern Analysis and Machine Intelligence, 1997, pp.780-785.

[6] M.Piccardi, “Background subtraction techniques: a review”, IEEE 

International Conference on Systems, Man and Cybernetics, 2004, vol.4 
pp.3099-3104.

[7] B. Horn, and B. Schunck, “Determining optical flow”. Artificial 

Intelligence, 1981, vol. 17, pp.185-203.

[8] H. Elbehiery, A. Hefnawy, and M. Elewa, “Surface Defects Detection 
for Ceramic Tiles Using Image Processing and Morphological 

Techniques”. Proceeding of IEEE Transactions on Egnieering, 
Computing and Technology, 2005, vol.5, pp.158-162.

[9] http://en.wikipedia.org/wiki/HSL_and_HSV

[10] C. Stauffer and W. Grimson, “Adaptive background mixture models for 
real-time tracking”. Proceeding of IEEE Computer Vision and Pattern 

Recognition, 1999,  pp.246-252.

[11] K. Riza, K. Gwangwon, K. Youngbae, P. Sungbum, and P. Jongan, 
“Efficient Image Retrieval Using Adaptive Segmentation of HSV Color 

Space”, International Conference on Computational Sciences and Its 
Applications”, 2008, pp.491-496.

[12] http://icmll.buaa.edu.cn/projects/object_detection

2011 6th IEEE Conference on Industrial Electronics and Applications 439



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


