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Abstract. In learning a new word by a dictionary, we first need to know a set of
“basic words” which are frequently appeared in word definitions. It often happens
that you cannot understand the word you looked up because there are still some
words you do not understand in its definitions or explanations provided by the
dictionary. You can keep looking up these new words recursively till they all can
be well explained by some basic words you already knew. How to automatically
find a minimum set of such basic words to define (or recursively define) the en-
tire vocabulary in a given dictionary is what are going to discuss in this paper. We
propose an efficient algorithm to construct the Minimum Vocabulary (MV) using
the word frequency information. The minimum vocabulary can be used for lan-
guage modeling and experimental results demonstrate the effectiveness of using
the minimum vocabulary as features in text classification.

1 Introduction

The emergence of a complex language is one of the fundamental events of human evolu-
tion, some words are believed to be more complex than others because they present more
precise semantic meanings that can be well explained by using some “basic words”. In
learning a new language, the dictionary is a powerful tool to learn a new complex word
based on the words you already knew though some explanations are unavoidably recip-
rocal or circular, as “hind, the female of the stag; stag, the male of the hind.” When you
are learning a new language, after you have grasped some basic words and start to use
dictionary to learn yourself, it often happens that you cannot understand a word you just
looked up because there are still some words you do not understand in its explanations
provided by the dictionary. You can keep looking up these words till they all can be
well explained by the basic words you knew. However, if you find yourself stuck in a
recursive process of keeping looking up different new words or in a reciprocal process
like the above hind-stag example, it means you may need a bigger set of “basic words”.
A simple question arose, what are these basic words in a given dictionary?

It’s been a long standing question to find whether such a set of basic words exists that
can be used to define the entire vocabulary in this fashion. This is called the Minimum
Vocabulary Problem (MVP) [3]. MVP aims to find a minimum vocabulary set which
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can define (or recursively define) the entire vocabulary in one dictionary. MVP has been
widely studied in literature, many of which focused on suggesting appropriate size of
vocabularies for different level language learner [5,6]. These works are mainly based on
manual analysis and corpus statistics, which are less informative in language modeling.
For example, general service list [13] selected 2000 basic words for new English learn-
ers. Research for using an automatic algorithm to solve MVP could help us to uncover
the intrinsic structure of human language by finding these basic “semantic bricks” for
building a language. Fig. 1 gives a schematic illustration how a word “haphazard” can
be explained by using other words in its definition from the Collins dictionary. This tree
will be extended till all the leaf nodes are words in the minimum vocabulary (MV).

Fig. 1. An example of word dependency. All the leaf node words are belonging to the minimum
vocabulary, they are used to explain a complex word “haphazard”.

A computation solution of this problem is first proposed in [3], in which a graph
model is used to reformulate the problem as calculating the basis of a definition graph
and achieves fast computation using approximation. But this method requires much
work on pre-processing and reduces the applicability. In this paper, we only focus on
English language though the same methodology can be applied to many other alphabetic
languages such as German, French and Spanish. We propose a new model by adopting
the methodology of relational database design [11]. By transforming the whole dictio-
nary into a functional space, we can model word-definition relations as a functional
dependency of graphs. The problem is then simplified to seek the minimum closure
of a set that shares the common strategy with calculating candidate key of a relational
database [11]. However, if taking account of the enormous size of a dictionary, tra-
ditional methods would fail because of computational complexity. In this paper, we
propose a fast approximation by combining each word with the prior knowledge of the
word frequency and iteratively calculating the basic word set to construct the minimum
vocabulary. Based on experimental studies, this method makes a good balance on both
performance and computation efficiency.
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This paper is organized as follows. In Section 2 we describe the formulation of the
problem and a new algorithm is proposed. In Section 3, experimental results of three
well known dictionaries are presented. We also introduce the concept of using the MV
as features descriptors in language modeling and apply the model in text classification.
Finally, the conclusions are given in Section 4.

2 Minimum Vocabulary Model

We use D to denote a given dictionary and w ∈ D is the word in D. E(w) stands
for the set of words in the definition (explanation) of w. We also define w ∈ E(w) for
mathematical consistence because it is true that word can be explained by itself. The
main idea is to set up a directional relation from w to its explanations E(w). Given the
nature of this problem, mathematics of relational database can be used. For given two
sets of words S i, S j ⊆D, we propose a dependency property developed from the similar
concept in relational database.

Definition 1. Given two sets of words S i, S j ⊆ D, S i depends on S j, or S j determines
S i (denoted by S j ⇒ S i ) when:

∀w ∈ S i : E(w) ⊆ S j

In other words, if we knew all the words in S j, we can also know all the words in S i

because all the words in S i can be explained by words in S j. Any set S depends on itself
based on the above definition, i.e.: S ⇒ S .

The following properties [1] hold for the dependency relation:

1. Reflexivity: If Y is a subset of X (Y ⊆ X), then X ⇒ Y.
2. Augmentation: If X ⇒ Y, then X ∪ Z ⇒ Y ∪ Z , for any word set Z.
3. Transitivity: If X ⇒ Y and Y ⇒ Z, then X ⇒ Z.

These properties can be easily proved using the definition of relational dependency.
Therefore, an unknown word set can be inferred from a set of basic words through
definition relations, this can be well explained through the empirical experience that a
new (complex) word could be learnt from a certain amount of very simple words.

Definition 2. The closure of S , or S +, is the set of words that can be determined by S ,
or S ⇒ S + where:

S + = {x|w ∈ S , x ∈ E(w)}
The solution of MVP is about to find a minimum set of S that S + = D.

2.1 MV Construction Algorithm

Previous research in relational database design provides a few efficient solutions for
calculating the minimum set of all relational attributes which is referred as candidate
key. Saiedian and Spencer [12] proposed a graph method to extract candidate key with
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Algorithm 1. Minimum Vocabulary Construction Outline
1: procedure MINIMUM VOCABULARY(D)
2: S = D
3: repeat
4: for all wr ∈ S do
5: if wr ∈ {S −∑r wr}+ then
6: S ← {S − wr}
7: end if
8: end for
9: until No more word wr can be removed from S

10: return S
11: end procedure

time complexity of O(kn2), where n is the number of items and k is the number of
dependencies between these items. Since they focused only on database design, when
the size of database is small, the problem is tractable. However, for our problem, a fair
dictionary commonly has over 30000 words and millions of dependency relations, their
method is computationally inefficient.

In out approach, the main idea for MV construction is simple. We start from a set S
assigned with D (S = D), then we iteratively remove redundancy word wr that can be
explained (or recursively explained) by the rest of words denoted by the set {S −∑r wr}.
The removing word satisfies that wr ∈ {S −∑r wr}+. The algorithm terminates when no
more word can be removed from S to satisfy the above conditions. The pseudo-code is
shown in Algorithm 1. However, it hasn’t consider the key factors such as the removing
order and the closure computation, both of which are curial for fast computation and
effective performance, that will be discussed in the next section.

2.2 Familiarity and Frequency of Words

As we can see from the previous section, the key problem is to decide a preference of
removing order of the words. Based on empirical knowledge of language, people tend
to use words they are more familiar with to explain those are not, we therefore need to
choose the attribute implying “familiarity” to evaluate word preference. There is a rich
literature in human perception of “familiarity” and some insightful discussions on this
topic are available in [2,8]. Here we adopt the simplest familiarity measure in terms of
word frequency.

In this research, frequency statistics on BNC database [7] is used to assign each
word with an attribute of frequency. This attribute defines the preference of removing
redundant word in applying Algorithm 1. In details, we sort the removing words se-
quentially based on word frequency in ascending order. The lower frequency a word
has, the higher possibility to be removed from the basic word set. R[w] is used denote
the frequency of word w.

The closure computation for a large set has a high computational complexity. There-
fore, in order to propose a reliable solution for the MVP, we propose an efficient al-
gorithm for closure computation. Line 5 in Algorithm 1 of closure computation can be
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modified from calculating the entire set closure to measuring whether a word can be
explained by a set of high frequency words. We present details of the proposed method
on calculating in Algorithm 2.

For each pair (w,R[w]), we calculate the max preference word in its definition word
set E(w). We define the word with maximum frequency in E(w) is

m f (w) = max
i∈E(w)

R[i] (1)

If m f (w) < R[w], it means w can be explained by words with higher preference. Then
R[w] can be replaced with m f (w). If not, it means w temporarily can not be removed
from the word set, then w becomes the candidate of basic word. For each iteration
of scanning overall words, we get all candidate basic words S. Since all words can be
explained by S, we have S+ = D. Note preferences of all words are updated throughout
each iteration, some words might change their preferences. We need reprocess all words
until the full coverage of all words. The algorithm runs in O(kn), where n is the size
of dictionary and k is the number of process iterations. The pseudo-code is given in
Algorithm 2.

Algorithm 2. Word Frequency Based Minimum Vocabulary Construction
procedure MINIMUM VOCABULARY(D)

2: Sort w ∈ D based on word frequency R[w]
for w ∈ D do

4: RemovingT ag[w]← False
end for

6: repeat
for all w ∈ D do

8: if m f (w) < R[w] then
R[w]← m f (w)

10: RemovingT ag[w]← T rue
end if

12: end for
until convergence

14: for all w ∈ D do
if RemovingT ag[w] == False then

16: add w to S
end if

18: end for
return S

20: end procedure

3 Experimental Studies

Since the model is heavily based on the word dependency relationship. For the same
word, its definition may not be identical in different dictionaries. In our experiments, we
tested 3 well known dictionaries using the new proposed algorithm: Collins,
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Webster and Longman 1. In these dictionaries, each phrase is consisted of phonetic
symbols, several definitions and example sentences. In the following experiments we
only consider the word itself and the first of its definitions, other semantic informa-
tion is ignored at this stage . We lemmatize each word using Python NLP Toolkit [9].
Word frequency introduced in Section 2.2 is computed throughout word frequency list
2 based on BNC Corpus [7]. We perform the same lemmatization and assign each word
in dictionary with a frequency R[w].

Fig. 2. Minimum vocabulary for Collins, Longmand and Merrian-Webster based on the
frequency-based minimum vocabulary construction algorithm

3.1 Minimum Vocabulary of Dictionaries

Each dictionary has average 30000 words, Algorithm takes about 1 minute to finish the
computation. The sizes of MV for Collins, Longman and Merrian-Webster dictionary
are 1256, 1295 and 1346, respectively. Fig. 2 illustrates the number of words in the MV
with the increasing number of iterations. The results show that the size of MV converges
very fast and becomes stable after about 5 iterations. For the 3 given dictionaries, the
sizes of MV are very similar.

Table 1 shows the results of overlapping of MV in 3 dictionaries. The common basic
words appear in all dictionaries are 672, taking up about 50% in each dictionary’s basic
word set. This can be explained by that dictionary use simple and high preference (fre-
quency) words in word definitions. Therefore, most words appear in definition would
be among the small set of high frequency words and the MVs for different dictionaries
have a high overlapping.

1 The source of these dictionaries can be obtained for free from the following links:
http://debian.ustc.edu.cn/debian-uo/dists/
sid/ustc/pool/stardict/

2 Available at the link: http://www.kilgarriff.co.uk/bnc-readme.html

http://debian.ustc.edu.cn/debian-uo/dists/sid/ustc/pool/stardict/
http://debian.ustc.edu.cn/debian-uo/dists/sid/ustc/pool/stardict/
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Table 1. The number of common words in the MVs and the percentages of them in the three
given dictionaries: Collins, Longman and Webster

Combination Number Percentage of Common Words in Dictionary
Collins ∩ Longman 824 Collins: 66% Longman: 64%
Collins ∩Webster 861 Collins: 69% Webster: 64%
Longman ∩Webster 957 Longman: 74% Webster: 72%
Collins ∩ Longman ∩Webster 672 Collins:54% Longman: 51% Webster: 50%

3.2 Minimum Vocabulary Properties

In the framework of using MV for language analysis. A word may be explained in sev-
eral layers like a tree, where all the leaf nodes are the words in the MV (e.g., see Fig.
1). The maximum level of the MV interpretation of a particular word may have some
implications on their semantic complexities. More layers a word has, more semanti-
cally difficult this word is. We summarize the statistics of word levels across the whole
dictionary. The left-hand figure of Fig. 3 shows the histogram of the word levels. The
right-hand figure illustrates the accumulated percentage of words under the given word
level. For example, 80% of words are under the level 10 and nearly 90% of words are
under the level 15.
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Fig. 3. Left-hand: histogram of word levels. Right-hand: accumulative percentage of words under
the given word level.

In order to validate effectiveness of using the MV as the language model, we analyze
the similarities between MVs of synonym pairs comparing to the similarities between
non-synonym pairs. The similarity measure between to MVs can be defined by:

Definition 3. Given two sets of words W1 and W2 , the relative similarity degree is
defined by the ratio between the intersection of W1 and W2 and the union of these two
sets.

sim(W1,W2) =
|W1 ∩W2|
|W1 ∪W2| (2)

where | · | represents the cardinality of a set.
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We collect a set of synonym pairs from the Oxford Thesaurus 3. Phrases and stop words
are removed. Considering that our focus are complex words, we also removed the syn-
onyms in the given MV. In our experiment, we take two pairs of synonyms where A and
B is one pair and C and D is another pair, i.e.:

A↔ B, C ↔ D (3)

We then calculate similarities between each pair of words, the following relations should
hold:

sim(A, B) ≥ sim(A,C)

sim(C,D) ≥ sim(B,C)

We calculated 1650 pairs of synonyms and obtained 75.2% of which satisfy the above
relations. This experiment can verify that MV based measure can reflect certain seman-
tic relations with good confidence. In the next section, we will use MV as language
features in text classification.

3.3 Document Feature Descriptor

Language modeling is an important topic in computational linguistics, techniques such
as latent semantics indexing, topic models were used to map a text into a low dimension
semantic space [14]. In such a space, different natural language problems can be studied
by capturing the semantic meaning of the original text, e.g., question answering [10]. In
this study, the MV also can provide the semantic relations between complex words and
a text can be modeled in the MV space, that is how the MV can be used as descriptors
for natural language modeling.

The MV with approximately 1300 words are obtained based on proposed algorithm.
Words in the MV form the basic structure of a language. The meaning of the MV
is highly compressed and may help to uncover intrinsic relations between words. For
example, some cognates and synonyms may derive from same basic word ancestors.
This property offers basic words a potential usage for a sound document descriptor. To
demonstrate this, we employ the MV model to construct a document feature descriptor
and apply it to text mining.

We denote S(w) as the basic words that w depends on, and F(wi) is the frequency of
the ith basic word in S(w). The major purpose of this feature descriptor is to represent
document using basic word histogram. To apply this, we first replace all the words by
using basic words and calculate the basic histogram HM.

We evaluate the MV descriptor on TechTC-100 Test Collection [4]. We use prepro-
cessed feature vectors provided from this dataset, in which texts were simply tokenized
and digitalized, no further processing was employed such as TF-IDF and lemmatization.
We retrieve the feature descriptor by computing HM based on the Minimum Vocabu-
lary set of Collins Dictionary and obtain a 1253 dimension vector to represent each
document. We compare our descriptor with original feature vector provided from the
dataset. The classification tasks is performed between two classes of documents. We

3 http://thesaurus.com/browse/Oxford
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Fig. 4. ROC curve of classification by using MVs as text features

select linear SVM as the classifier. The recall and precision results is shown in Fig. 4.
As we can see from the figure, the MV descriptor outperforms the original word fea-
ture significantly. The time consumption is also benefited from the downsize of feature
vector, it reduces from 3.745s to 1.042s on a Dual Core 500MHZ machine.

4 Conclusions

This paper proposed an efficient computation method for the Minimum Vocabulary
Problem. We proposed a new algorithm to construct the MV for a dictionary in order to
investigate the word-explanation relationship by employing the word frequency regular-
izer. The empirical studies on three well known dictionaries are given. We also studied
the properties of MV and use it in language modeling. The MV can be considered as
the most basic “semantic bricks” for a language. Some initial investigations with exper-
imental results of using MV features in text classification are given. Future works will
study how to use the MV to solve other natural language processing problems.
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